
Optimal Control of a Pension Fund With Random Endowment
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Abstract

This essay aims at studying a utility maximization or optimal investment problem in the presence of a
stochastic endowment that cannot be traded in financial market. We use the dynamic programming
approach to solve the optimization problem. We derive the Hamiltonian-Jacobi-Bellman equation for
the value function for the control problem which is the non linear PDE. Furthermore, the techniques
from the theory of viscosity solution and the homogeneity property of the value function are used to
reduce the dimension of the HJB equation, which makes the problem accessible to numerical solutions.
The main contribution of this project is to develop a finite difference method with implicit timestepping
and non-equidistant grid to solve the resulting non-linear reduced HJB equation. We also derive the
optimal investment strategy and discuss its asymptotic behaviour.

Keywords. Optimal control; HJB equation; stochastic endowment; viscosity solution; finite difference
scheme.
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1. Introduction

We study the problem of optimal control of a pension fund with random endowment. In [3], Chen et
al. defined a pension fund as an investment product into which scheme members pay contributions in
order to build up a lump sum to provide an income retirement. The government also pays back the
income tax deducted from these contributions. In many cases, this is topped up with contributions from
the scheme member’s employer. There are two main types of pension schemes: defined contribution
(DC) pension schemes and defined benefit pension schemes. Defined benefit pension schemes promise
an income retirement based on your tenure at an employer and the wage you earn. DC pension plans
has become very popular over the last year and are substituting defined benefit pension schemes. The
later case is rigorously treated in [3].

Consider for example a person who receives random salaries during his working life and invests some
initial capital and a fixed proportion of the salary into a portfolio such that the utility of the terminal
wealth at the retirement age is maximized. In this example, the income is stochastic and will not
in general be perfectly correlated with the traded assets in the market and hence making the market
incomplete.

The objective of this work is to analyze the utility maximization or optimal investment problem of an
economic agent under stochastic endowments for a finite time period.

The utility maximization problem of an economic agent by investment and/or consumption dates back
to Merton in [13] and is further studied in [3, 5]. In the literature, there are many approaches to solve
such problems. The first one is called the dynamic programming approach which requires the assumption
of Markovianity on the state process and leads to the HJB equation developed in [2]. The second one
is called dual approach where the assumption of Markovian asset prices can be relaxed is used in [4]
to solve such problems under the assumption that the stochastic endowment is bounded. Here, the
existence and uniqueness of an optimal control are proven, but an explicit representation of the optimal
strategy is decomposed into a regular and a singular part, which is hard to characterize explicitly. In
[12], the authors overcome the problem and relax the hypothesis of boundedness, by introducing the
stochastic endowment as a new control variable. In [11], the approach developed in [12] is extended to
the case of power utility functions, based on the martingale optimality principle and reduce the problem
to the solution of a fully-coupled forward-backward stochastic differential equation, which is still not
easy to solve.

In this work the problem is treated by proving, using analytic and, in particular, viscosity solutions tech-
niques, that the value function of the stochastic control problem is a smooth solution of the associated
HJB equation. Furthermore, the verification approach is used to make sure that given a smooth solution
to the HJB equation, this candidate coincides with the value function. In addition, we prove analyti-
cally and confirm numerically that for large wealth, the optimal strategy approaches the original Merton
ratio. The work is organized as follows. Chapter 2 describes the model formulation and how the HJB
equation arises from the optimal control problem. In Chapter 3, we use the techniques from the theory
of viscosity solution and the properties of the value function, in particular, the homogeneity property to
reduce the dimension of the HJB equation associated to the optimal control problem. In Chapter 4 we
study the asymptotic behaviour of the value function and the optimal strategy, as the initial investment
approaches zero or infinity. Chapter 5 concludes the work and provides some perspectives for future
research.
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2. Model setup and optimal control problem

This chapter introduces the Hamiltonian-Jacobi-Bellman (HJB) equation and shows how it arises from
optimal control problem. First of all, problem formulation is presented in section 2.1, afterwards op-
timal optimisation problem is presented in section 2.2, then the HJB equation is derived under strong
assumption in section 2.3. The importance of this is that it will be used as part of the strategy for
solving the optimization problem. Our primary sources for this chapter are [2, 5, 8, 14].

2.1 Problem formulation

To build the model, we follow the same idea as in Chen et al. [2].

We consider a financial market consisting of two assets: a riskless asset (a savings account S0) and
risky asset (a stock S1).

Let T be a fixed finite period,

r ∈ R be a risk-free continuously compounded interest rate,

µ ∈ R the average stock return (drift),

σ > 0 be the volatility,

S0
t be the bond price at time t and

S1
t be the stock price at time t. We assume that the two assets follow a Black-Scholes model:

dS0
t = rS0

t dt

dS1
t = µS1

t dt+ σS1
t dW

1
t ,

where W 1 is a Wiener process on a filtered probability space (Ω,F , (Ft)t∈[0,T ],P).

Assume that there is another process c with the stochastic dynamic driven by another Wiener process
WC on the same space correlated with W 1 with the correlation coefficient ρ ∈ (−1, 1). Then there is
a Wiener process W 2 independent of W 1 such that

WC = ρW 1 + bW 2,

where b is a constant. Since WC is Wiener process and W 1 independent of W 2, we have

V ar(WC
t ) = t = V ar(ρW 1

t + bW 2
t )

= V ar(ρW 1
t ) + V ar(bW 2

t )

= ρ2V ar(W 1
t ) + b2V ar(W 2

t )

= ρ2t+ b2t.

This implies that
1 = ρ2 + b2 ⇒ b = ±

√
1− ρ2.

Thus WC can be written as
WC = ρW 1 +

√
1− ρ2W 2.

2
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The process ct describes a random endowment or income, with the following dynamics:

dct = µCctdt+ σCctdW
C
t

= µCctdt+ σCct[ρdW
1
t +

√
1− ρ2dW 2

t ]

= µCctdt+ ρσCctdW
1
t + σCct

√
1− ρ2dW 2

t .

Then given that at time t the initial endowment is y ∈ R+, we obtain

dcs = µCcsds+ ρσCcsdW
1
s + σCcs

√
1− ρ2dW 2

s , ct = y (2.1.1)

where µC : [0, T ] −→ R and σC : [0, T ] −→ R are deterministic right-continuous functions with left
limit.

Portfolio: Let X0 > 0 be the initial capital, θ1t the number of stock at time t ∈ [0, T ], θ0t the number
of bonds at time t ∈ [0, T ] and Xt the Wealth of portfolio at time t ∈ [0, T ].

Assumption A1: Xt > 0 almost surely, t ∈ [0, T ].

We assume that an agent invests at any time t a proportion πt =
θ1tS

1
t

Xt
of the wealth in the stock S1

and the remaining 1− πt =
θ0tS

0
t

Xt
in the bond S0 with the interest rate r. Then

θ1t =
Xtπt

S1
t

and θ0t =
Xt(1− πt)

S0
t

.

In addition, we assume the random income is paid continuously at rate ct. Here θ
i
tS

i
t is called the cash

flow invested in the asset i at time t.

Definition 2.1.1. A stochastic process π = (πt)t∈[0,T ] is called strategy.

Special strategies:

• π = 0 pure bond strategy buys and holds bond.

• π = 1 pure stock strategy buys and holds stock.

• π = 1
2 mixed strategy.

Assumption A2. Self-financing condition.

The wealth process corresponding to the strategy π, (Xπ
t )t∈[0,T ] has the following dynamics:

dXπ
t = θ0t dS

0
t + θ1t dS

1
t + ctdt

=
Xπ

t (1− πt)

S0
t

rS0
t dt+

Xπ
t πt

S1
t

[µS1
t dt+ σS1

t dW
1
t ] + ctdt

= [Xπ
t (r + πt(µ− r) + ct]dt+Xπ

t πtσdW
1
t .

Hence, defining θ = µ−r
σ

, for an initial wealth x ∈ R+ we obtain

dXπ
s = [Xπ

s (r + πsσθ) + cs]ds+Xπ
s πsσdW

1
s , X

π
t = x (2.1.2)
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Combining (2.1.1) and (2.1.2) we obtain the following model:

dXπ
s = [Xπ

s (r + πsσθ) + cs]ds+Xπ
s πsσdW

1
s , X

π
t = x

dcs = µCcsds+ ρσCcsdW
1
s + σCcs

√
1− ρ2dW 2

s , ct = y (2.1.3)

Assumption A3. For the investment strategy π and the endowment rate c, it holds:

• π and c are F-progressively measurable processes with F = (Ft)t∈[0,T ].

• π admissible, that is, π takes values in a fixed closed convex subset K of R,

πs ∈ K ⇒

∫ T

0
|πs|

2ds <∞ and Xπ
t ≥ 0 for every t ∈ [0, T ].

We denote by A the set of all admissible strategies.

Remark 2.1.1. The square-integrability condition ensures the existence and uniqueness of a solution
for (2.1.3)

2.2 Optimization problem: Optimal terminal wealth

Find an optimal investment strategy π∗ such that

v(t, x, y) = Jπ∗

(t, x, y)

where
v(t, x, y) = sup

π∈A1

Jπ(t, x, y) (2.2.1)

with
Jπ(t, x, y) = E[U(Xπ,t,x,y

T )]

and
A1 = {π ∈ A(t, x, y) : E[U(Xπ,t,x,y

T )] <∞}.

We call

Jπ the performance criterion or reward function,

v the value function of the utility maximization problem,

A1 the set of admissible strategies or admissibility set and

U : R⇒ R+ is a constant relative risk aversion power utility function given by

U(x) =
xγ

γ
,

for a risk reversion parameter γ < 1, γ 6= 0. The properties of the utility are well-studied in [10, Chapter
7]. Here we recall some of them.

Properties 2.2.1. • U is strictly increasing, strictly convave on (0,+∞) and twice continuously differ-
entiable

• U ′(0) := lim
x→0

U ′(x) =∞, U ′(∞) := lim
x→∞

U ′(x) = 0 (Inada condition)
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Interpretation

Strictly increasing means that the investor prefers more to less wealth. The strictly concave decreases
the slope of U(x) (U ′′(x) < 0).

lim
x→∞

U ′(x) = 0 can be seen as the saturation effect and lim
x→0

U ′(x) =∞ (infinite slope at x = 0) means

that small money is very much better than nothing at all .

Remark 2.2.1. • The power utility belongs to the class of constant relative risk aversion utility function
because the relative risk aversion

RRA(x) = −
xU ′′(x)

U ′(x)
= 1− γ = const.

• The use of the power utility is well-motivated economically, since the long-run behavior of the economy
suggests that the long run risk aversion cannot strongly depend on wealth.

We are taking as controlled process Y π = (Xπ, c), and the notation Xπ,t,x,y stands for the first
coordinate of the process Y π starting from the point (x, y), respectively the initial wealth and the initial
endowment, at time t.

Note that the process c does not depend on the control π, nor on the initial wealth. Therefore, we can
write ct,y for cπ,t,x,y.

2.3 Derivation of Hamilton-Jacobi-Bellman (HJB) equation

To derive the HJB equation for optimization problem in section 2.2, we follow the same idea as in [8]
in the case of optimal terminal wealth and we apply the well-known result in stochastic control, see [14,
Chapter 3].

Given an optimal control problem in section 2.2, we have two natural questions to answer:

(a) Does the optimal strategy exist?

(b) Given that an optimal control exists, how do we find it?

The main idea is to transform our original problem into a partial differential equation (PDE) known
as the Hamilton-Jacobi-Bellman equation. The control problem is then shown to be equivalent to the
problem of finding a solution to the HJB equation. We are now going to describe the transformation
procedure, and for that purpose we assume the following:

1) there exists an optimal control π∗,

2) the optimal value function is regular (v ∈ C1,2) and the dynamics of the controlled process is given
by

dY π
s = µ(Xπ

s , cs, πs)dt+ σ(Xπ
s , cs, πs)dWs. (2.3.1)

Let G(x, y, πt) = σ(x, y, πt) · σ(x, y, πt)
T and let K be a closed convex subset of R, we have the

following:
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Theorem 2.3.1. Under the above assumptions, the value function (2.2.1) satisfies the HJB equation

−
∂v(t, x, y)

∂t
= sup

p∈K
{Lpv(t, x, y)}, (2.3.2)

where Lp is the generator of the controlled process (2.3.1) given by

Lp =
2∑

i=1

µi(x, y, p)
∂

∂xi
+

1

2

2∑

i=1

Gij(x, y, p)
∂2

∂xi∂xj
, (2.3.3)

with terminal condition

v(T, x, y) = U(x), ∀ (x, y) ∈ (0,∞)× (0,∞).

Proof. To prove Theorem 2.3.1, we

• fix (t, x, y) ∈ [0, T ]× R× R,

• choose h > 0 such that t+ h < T ,

• choose an arbitrary control π ∈ A1.

Define a control π̂ by

π̂(s, x, y) =

{
π(s, x, y), (s, x, y) ∈ [t, t+ h]× R× R

π∗(s, x, y), (s, x, y) ∈ (t+ h, T ]× R× R

Expected utility for strategy π∗: This is trivial, since by definition the utility is the optimal one given by

Jπ∗

(t, x, y) = v(t, x, y).

Expected utility for strategy π̂: We divide the time interval [t, T ] into two parts, the intervals [t, t+ h]
and (t+ h, T ] respectively.

(i) The expected utility, using π̂ for the interval [t, t+h), is zero since we are dealing with an optimal
terminal wealth.

(ii) In the interval [t+ h, T ] we observe that at time t+ h we will be in the state (Xπ
t+h, ct+h). Since,

by definition, we will use the optimal strategy π∗ during the entire interval [t+ h, T ] we see that
the remaining expected utility at time t + h is given by v(t + h,Xπ

t+h, ct+h). Thus the expected
utility over the interval [t + h, T ], conditional on the fact that at time t we are in state (x, y), is
given by

Et,x,y[v(t+ h,Xπ
t+h, ct+h)].

Then the total expected utility for strategy π̂ is

J π̂(t, x, y) = Et,x,y[v(t+ h,Xπ
t+h, ct+h)].

Comparing the strategies: Since π∗ is optimal we have

Jπ∗

(t, x, y) ≥ J π̂(t, x, y) (with equality if π̂ = π∗).
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This implies
v(t, x, y) ≥ Et,x,y[v(t+ h,Xπ

t+h, ct+h)]. (2.3.4)

We apply the Dynkin’s formula to obtain

Et,x,y[v(t+ h,Xπ
t+h, ct+h)] = v(t, x, y) + Et,x,y

[∫ t+h

t

(
∂v

∂t
+ Lπsv

)
(s,Xπ

s , cs)ds

]
,

where Lπ is the generator of the state controlled process given by (2.3.3).

Substituting back in (2.3.4) yields

Et,x,y

[∫ t+h

t

(
∂v

∂t
+ Lπsv

)
(s,Xπ

s , cs)ds

]
≤ 0.

Going to the limit: Now we divide by h, move h within the expectation and let h tend to zero. Assuming
enough regularity to allow us to take the limit within the expectation, using the fundamental theorem

of integral calculus

(
1
h

∫ t+h

t

f(s)ds −→ f(t) as h −→ 0

)
and recalling that Xπ

t = x and ct = y

we get
∂v(t, x, y)

∂t
+ Lpv(t, x, y) ≤ 0,

which is equivalent to

−
∂v(t, x, y)

∂t
− Lpv(t, x, y) ≥ 0. (2.3.5)

On the other hand, suppose that π∗ is an optimal control. Then (2.3.4) becomes

v(t, x, y) = Et,x,y[v(t+ h,Xπ∗

t+h, ct+h)].

Using the same argument as above, we obtain

−
∂v(t, x, y)

∂t
− Lp

∗

v(t, x, y) = 0. (2.3.6)

Combining (2.3.5) and (2.3.6), we suggest that v should satisfy the PDE called Hamilton-Jacobi-
Bellman equation

−
∂v(t, x, y)

∂t
= sup

p∈K
{Lpv(t, x, y)}. (2.3.7)

Lemma 2.3.1. Given the initial wealth x and the initial endowment y at time t, the HJB equation (2.3.2)
becomes

−vt = sup
p∈K
{[x(r + pσθ) + y]vx + µC(t)yvy +

1

2
(xpσ)2vxx +

1

2
(yσC(t))

2vyy + ρσσC(t)yxpvxy},

(2.3.8)

with the terminal condition

v(T, x, y) = U(x), ∀ (x, y) ∈ (0,∞)× (0,∞).
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Proof. We recall that given the initial wealth x and the initial endowment y at time t, the dynamics of
the controlled process is given by

dcs = µCcsds+ ρσCcsdW
1
s + σCcs

√
1− ρ2dW 2

s , ct = y

dXπ
s = [Xπ

s (r + πsσθ) + cs]ds+Xπ
s πsσdW

1
s , X

π
t = x

We recall also that the dynamics of the controlled process Y π = (Xπ, c) is given by

dY π
s = µ(Xπ

s , cs, πs)dt+ σ(Xπ
s , cs, πs)dWs,

where

µ(x, y, p) =



x(pσθ + r) + y

µC(t)y


 , σ(x, y, p) =




xpσ 0

ρσC(t)y yσC(t)
√

1− ρ2


 and W =



W 1

W 2


 .

We hence have

G = G(x, y, p) = σ(x, y, p).σ(x, y, p)T =




xpσ 0

ρσC(t)y yσC(t)
√
1− ρ2


 .



xpσ ρσC(t)y

0 yσC(t)
√

1− ρ2


 .

Thus

G(x, y, p) =




(xpσ)2 ρσσC(t)xyp

ρσσC(t)yxp (yσC(t))
2


 .

The generator of Y π is given by (2.3.3) becomes

Lpv(t, x, y) =
2∑

i=1

µi(x, y, p)
∂v

∂xi
+

1

2

2∑

i=1

Gij ∂2v

∂xi∂xj

= µ1(x, y, p)
∂v

∂x
+ µ2(x, y, p)

∂v

∂y
+

1

2
G11 ∂

2v

∂x2
+

1

2
G22∂

2v

∂y2
+

1

2
G12 ∂2v

∂x∂y
+

1

2
G21 ∂2v

∂y∂x

= [x(r + pσθ) + y]
∂v

∂x
+ µC(t)y

∂v

∂y
+

1

2
(xpσ)2

∂2v

∂x2
+

1

2
(yσC(t))

2∂
2v

∂y2
+ ρσσC(t)yxp

∂2v

∂x∂y
,

which can be written as

Lpv(t, x, y) = [x(r + pσθ) + y]vx + µC(t)yvy +
1

2
(xpσ)2vxx +

1

2
(yσC(t))

2vyy + ρσσC(t)yxpvxy.

Hence the Hamilton-Jacobi-Bellman equation (2.3.2) becomes

− vt = sup
p∈K
{[x(r + pσθ) + y]vx + µC(t)yvy +

1

2
(xpσ)2vxx +

1

2
(yσC(t))

2vyy + ρσσC(t)yxpvxy}

with terminal condition (2.3.9)

v(T, x, y) = U(x), ∀ (x, y).



3. Hamilton-Jacobi-Bellman equation

The HJB approach for solving the optimal control problem consists of solving the HJB equation in order
to obtain the value function. But there can be many solutions or no solution for equation (2.3.9). That
is why the notion of viscosity solution of the HJB equation is needed. The purpose of this chapter is
to use techniques from the theory of viscosity solutions to prove that the value function is the unique
viscosity solution to the HJB equation (2.3.9) in Section 3.2 and then using this to reduce the dimension
of our HJB equation in Section 3.3. In Section 3.4, the verification approach is used to confirm that
given a smooth solution to the HJB equation, this candidate coincides with the value function. We
begin with some useful properties of the value function.

3.1 Some properties of the value function

All results in this section are obtained by extending the methods in [14, Chapter 3] in dimension 1 to
the dimension two case since we are dealing with the problem of optimization of terminal wealth in the
presence of a random endowment.

Proposition 3.1.1. The value function v(t, x, y) is increasing, concave, and hence continuous in the
second variable in the interior of the domain.

Proof. • We want to show that the value function is increasing.

Fix 0 < x1 < x2, 0 < t < T and y > 0.

To ease the notation we set X1 = Xπ,t,x1,y and X2 = Xπ,t,x2,y. Let Zs = X2
s −X

1
s for s > t Then

(Zs)s>0 satisfies the following:

dZs = Zs[(πsσθ + r)dt+ πsσdW
1
s ], Zt = x2 − x1 > 0.

Indeed,

dZs = [X2
s (πsσθ + r) + cs]dt+X2

sπsσdW
1
s − [X1

s (πsσθ + r) + cs]dt+X1
sπsσdW

1
s

= (X2
s −X

2
s )[(πsσθ + r)dt+ πsσdW

1
s ]

= Zs[(πsσθ + r)dt+ πsσdW
1
s ]

and at time t , Zt = X2
t −X

1
t = x2 − x1 > 0.

Then Zs ≥ 0 for all s > t, this implies X2
s ≥ X1

s . Using the increasing property of the utility function
we have that for all π ∈ A1

U(X1
T ) ≤ U(X2

T ).

Then for all π ∈ A1

E[U(X1
T )] ≤ E[U(X2

T )] ≤ v(t, x2, y).

Thus
sup
π∈A1

E[U(X1
T )] ≤ v(t, x2, y).

9
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Hence
v(t, x1, y) ≤ v(t, x2, y).

This shows that the value function is increasing in the second variable.

• We want to show that v is concave.

Fix again 0 < t < T, x2, x1 > 0 and π1, π2 ∈ A1 two controls and λ ∈ [0, 1]. To ease the notation
we set X1 := Xπ1,t,x1,y and X2 := Xπ2,t,x1,y. Xi, i = 1, 2 is the process starting at time t from
xi, i = 1, 2 and controlled by πi, i = 1, 2.

Define

xλ := λx1 + (1− λ)x2, Xλ := λX1 + (1− λ)X2 and πλs :=
λX1

sπ
1
s + (1− λ)X2

sπ
2
s

λX1
s + (1− λ)X2

s

.

Then πλ ∈ A1 since A1 is a closed convex set and π1, π2 ∈ A1.

Moreover, from the linear dynamic of the wealth process, we see that (Xλ
s )s>t is governed by:

dXλ
s = [Xλ

s (π
λ
s σθ + r) + ct,ys ]ds+Xλ

s π
λ
s σdW

1
s , X

λ
t = xλ.

Indeed,

dXλ
s = λdX1

s + (1− λ)dX2
s

= λ
{
[X1

s (π
1
sσθ + r) + ct,ys ]dt+X2

sπ
1
sσdW

1
s

}
+ (1− λ)

{
[X2

s (π
2
sσθ + r) + ct,ys ]dt+X1

sπ
2
sσdW

1
s

}

=
{
[λX1

sπ
1
s + (1− λ)X2

sπ
2
s ]σθ + r[λX1

s + (1− λ)X2
s ]
}
dt+ ct,ys dt+ [λX1

sπ
1
s + (1− λ)X2

sπ
2
s ]σdW

1
s

= (Xλ
s π

λ
s σθ +Xλ

s r)ds+ ct,ys ds+Xλ
s π

λ
s σdW

1
s

= [Xλ
s (π

λ
s σθ + r) + ct,ys ]ds+Xλ

s π
λ
s σdW

1
s

and Xλ
t := λX1

t + (1− λ)X2
t = λx1 + (1− λ)x2.

This shows that Xλ is the wealth process starting at time t form xλ := λx1 + (1− λ)x2 and controlled
by πλ.

By the concavity of the utility function U , we have that

U(λX1
T + (1− λ)X2

T ) ≥ λU(X1
T ) + (1− λ)U(X2

T ).

Taking the expectation in both side of the inequality we have for all π1, π2 ∈ A1

v(t, λx1 + (1− λ)x2, y) ≥ E[U(λX1
T + (1− λ)X2

T )] ≥ λE[U(X1
T )] + (1− λ)E[U(X2

T )].

Thus
v(t, λx1 + (1− λ)x2, y) ≥ λ sup

π∈A1

E[U(X1
T )] + (1− λ) sup

π∈A1

E[U(X2
T )].

We deduce that
v(t, λx1 + (1− λ)x2, y) ≥ λv(t, x1, y) + (1− λ)v(t, x2, y).

This shows that the value function is concave.
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Definition 3.1.1. A function f is homogeneous in (x, y) with degree k if and only if

f(tx, ty) = tkf(x, y) ∀t > 0.

Remark 3.1.1. If f is homogeneous with degree zero the can write

f(x, y) = f

(
y ·

x

y
, y · 1

)
= f

(
x

y
, 1

)
= g

(
x

y

)
,

where g is a function of one variable given by g(z) = f(z, 1).

This motivates the following:

Lemma 3.1.1. The value function ( 2.2.1) is homogeneous in (x, y) with degree γ, and therefore there
exists a function u : [0, T ]× (0,+∞) −→ R such that v can be represented in a separable form as

v(t, x, y) = yγu

(
t,
x

y

)
.

To prove this lemma we use the following.

Proposition 3.1.2. Under the assumption of the model (2.1.3), for every fixed strategy π, the explicit
solution of equation (2.1.2) is given as:

Xt,x,y
s =

(
x+

∫ t

s

c
t,y
u

Zu
du

)
Zs, (3.1.1)

where Z is a stochastic exponential factor given as:

Zs = exp

{∫ s

t

[
(πuσθ + r)−

1

2
(πuσ)

2

]
du+

∫ s

t

σπudW
1
u

}
.

Proof of proposition 3.1.2. Let P be a continuous semi-martingale with P0 = 0, we define the stochastic
exponential of Ps, written E(P )s as (see [15, Chapter 1]), which is the (unique) semi-martingale Z which
is a solution of

Zs = 1 +

∫ s

0
ZtdPt,

given as

E(P )s := exp

{
Ps −

1

2
〈P 〉s

}
.

We have now

Zs = exp

{∫ s

t

[
(πuσθ + r)−

1

2
(πuσ)

2

]
du+

∫ s

t

σπudW
1
u

}

= exp

{∫ s

t

(πuσθ + r)du+

∫ s

t

σπudW
1
u −

1

2

∫ s

t

(πuσ)
2du

}

= exp

{
Ps −

1

2
〈P 〉s

}

= E(P )s,
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where Ps =

∫ s

t

(πuσθ+ r)du+

∫ s

t

σπudW
1
u . P is clearly a continuous semi-martingale starting at time

t from Pt = 0.

Recall that, for a fixed strategy π, the wealth process X = Xπ has the following dynamics:

dXs = [Xs(r + πsσθ) + cs]ds+XsπsσdW
1
s , X

s
t = x

which can be written in terms of Ps as follows:

dXs = [Xs(r + πsσθ) + ct,ys ]ds+XsπsσdW
1
s

= ct,ys ds+XsdPs.

This implies that

Xs = Xt +

∫ s

t

ct,yu du+

∫ s

t

XudPu,

so that

Xs = Hs +

∫ s

t

XudPu, (3.1.2)

where Hs = x +

∫ s

t

ct,yu du is an adapted process with continuous paths of finite variation started at

time t from Ht = x.

We apply the result in [15, Theorem 52], to obtain the explicit solution of (3.1.2) given as:

Xt,x,y
s = E(P )s

{
Ht +

∫ s

t

1

E(P )s
d(Hu − 〈H,P 〉u)

}
.

Since a càdlàg process H is of finite variation, we have 〈H,P 〉u = 0 and using the fact that

Ht = x, E(P )s = Zs and dHu = c
t,y
u du we hence have

Xt,x,y
s =

(
x+

∫ t

s

c
t,y
u

Zu
du

)
Zs.

Proof of Lemma 3.1.1. Recall that the random endowment has the following dynamics:

dct = µCctdt+ σCctdW
C
t

We apply the Itô formula to the function log x to obtain

ct,ys = ct exp

{∫ s

t

[
µC(u)−

1

2
σ2C(u)

]
du+

∫ s

t

σC(u)dW
C
u

}
= yE(Q)s,

where Qs =

∫ s

t

µC(u)du+

∫ s

t

σC(u)dW
C
u .

It clear that the random endowment c is linear with respect to the initial value y. This means that for
all k > 0, c

t,ky
s = kc

t,y
s .
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From section (2.2) we have that

v(t, kx, xy) = sup
π∈A1

E

[
(Xπ,t,kx,ky)γ

γ

]
.

But from equation (3.1.1) we have that

Xπ,t,kx,ky =

(
kx+

∫ t

s

c
t,ky
u

Zu
du

)
Zs =

(
kx+

∫ t

s

kc
t,y
u

Zu
du

)
Zs = k

(
x+

∫ t

s

c
t,y
u

Zu
du

)
Zs = kXπ,t,x,y.

Hence

v(t, kx, xy) = sup
π∈A1

E

[
(kXπ,t,x,y)γ

γ

]

= kγ sup
π∈A1

E

[
(Xπ,t,x,y)γ

γ

]

= kγv(t, x, y).

This shows that the value function is homogeneous in (x, y) with degree γ.

This means that we can define a function u : [0, T ] × (0,+∞) −→ R by u(t, z) = v(t, z, 1) and then,
for every y > 0, we will have that

v(t, x, y) = v

(
t, y ·

x

y
, y · 1

)
= yγv

(
t,
x

y
, 1

)
= yγu

(
t,
x

y

)
.

3.2 Viscosity solution of the Hamiltonian-Jacobi-Bellman equation

In this section we analyze the HJB equation (2.3.9), using results from the theory of viscosity solutions.
In particular, we show that the value function v is the unique viscosity solution of (2.3.9). We begin by
defining the notion of viscosity solution as given in [14, Chapter 4]. There are a number of equivalent
ways of defining viscosity solutions for parabolic PDE. In [14, Chapter 4], the notion of viscosity solutions
is treated in detail, however for this work, it will be more helpful to use the definition from [5], where a
less restrictive condition is placed on the auxiliary notions of a viscosity subsolution and supersolution.
To be specific, subsolutions and supersolutions will be allowed to be semi-continuous, whereas in [5],
these are taken to be continuous.

In the sequel we will use the following:

Notation 3.2.1. Let O = [0, T ]× (0,+∞)× (0,+∞) be a domain. Let ϕ ∈ C1,2(O), then we denote
by ϕt the partial derivative with respect to t, Dϕ = (∂ϕ

∂x
, ∂ϕ
∂y

)T ∈ R
2 the gradient of ϕ and D2ϕ ∈ S2

the Hessian matrix of ϕ, where S2 is the space of 2-dimensional symmetric matrices.

Definition 3.2.1. Let F : O×R×R
2×S2 −→ R be a continuous function. According to [14, Chapter

4] the function is called parabolic if for all (t, x, y, q, p,M) ∈ O × R× R
2 × S2 and q̂ ∈ R

q ≤ q̂ =⇒ F (t, x, y, q, p,M) ≥ F (t, x, y, q̂, p,M).
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Using the above notation we can write the HJB equation (2.3.9) as

F (t, x, y, s, q, p,M) = −q + sup
πt∈K
{[−yp1 − µC(t)yp2 − (r + πtσθ)p1

−
1

2
(xπtσ)

2M11 −
1

2
(yσC(t))

2M22 + ρσσC(t)xyπtM12}.

So, the HJB equation (2.3.9) can be written in the compacted form

F (t, x, y, v(t, x, y), vt(t, x, y), Dv(t, x, y), D
2v(t, x, y)) = F (t, x, y, s, q, p,M) = 0. (3.2.1)

Definition 3.2.2. Given a locally bounded function w : O −→ R, we define

1) its upper-semicontinuous envelope

w∗(x) = lim sup
x−→x

w(x),

2) its lower-semicontinuous envelope
w∗(x) = lim inf

x−→x
w(x).

We recall that w is continuous if and only if w = w∗ = w∗ on O.

Definition 3.2.3 (viscosity solution). Let w : O −→ R be locally bounded.

i) w is a (discontinuous) viscosity subsolution of (3.2.1) on O if

F (t, x, y, w∗(t, x, y), ϕt(t, x, y), Dϕ(t, x, y), D
2ϕ(t, x, y)) ≤ 0,

for all (t, x, y) ∈ O and for all ϕ ∈ C1,2(O) such that (w∗−ϕ)(t, x, y) = max
(t,x,y)∈O

(w∗−ϕ)(t, x, y).

ii) w is a (discontinuous) viscosity supersolution of (3.2.1) on O if

F (t, x, y, w∗(t, x, y), ϕt(t, x, y), Dϕ(t, x, y), D
2ϕ(t, x, y)) ≥ 0,

for all (t, x, y) ∈ O and for all ϕ ∈ C1,2(O) such that (w∗−ϕ)(t, x, y) = min
(t,x,y)∈O

(w∗−ϕ)(t, x, y).

iii) We say that w is a (discontinuous) viscosity solution of (3.2.1) on O if it is both a subsolution and
supersolution of (3.2.1) on O.

Theorem 3.2.1. The value function (2.2.1) is a viscosity solution of the HJB equation (3.2.1) associated
to the optimization problem.

Proof. See appendix A

3.3 Reduced form of Hamilton-Jacobi-Bellman equation

To reduce the dimension of HJB equation we use the homogeneity property of the value function and
technique from the theory of viscosity solutions. This technique is used already in [5] in the case of
optimal consumption problem and in [2] in the case of optimal investment with time-varying stochastic
endowments.
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Theorem 3.3.1 (Viscosity solution for reduced equation). 1) For a fixed initial random endowment y >
0, define u(t, z) = v(t, z, y). Then u : (0, T ]×R

+ −→ R is a viscosity solution of the reduced PDE
with parameter y:

ut + yuz + µC(t)[γu− zuz] +
1

2
σ2C(t)[γ(γ − 1)u− 2(γ − 1)zuz + z2uzz]+

sup
π∈A1

{
(πσθ + r)zuz +

1

2
(πσ)2z2uzz + ρσC(t)σπ(γ − 1)zuz − ρσC(t)σπz

2uzz

}
= 0, (3.3.1)

u(T, z) =
zγ

γ
∀z ≥ 0.

In particular, for y = 1

ut + uz + µC(t)[γu− zuz] +
1

2
σ2C(t)[γ(γ − 1)u− 2(γ − 1)zuz + z2uzz]+

sup
π∈A1

{
(πσθ + r)zuz +

1

2
(πσ)2z2uzz + ρσC(t)σπ(γ − 1)zuz − ρσC(t)σπz

2uzz

}
= 0, (3.3.2)

2) The value function of the control problem in Section 2.2 is given by

v(t, x, y) = yγu

(
t,
x

y

)
, ∀(t, x, y) ∈ O,

where u : (0, T ] × R
+ −→ R is the unique viscosity solution to equation (3.3.1) for y = 1 with

polynomial growth at infinity.

Proof. The proof of Theorem 3.3.1 follows from the one given in [2, Section 2.2]. But here we show
first of all that u satisfies equation (3.3.1).

• We show that u satisfies equation (3.3.1). From Lemma 3.1.1, we have for a fixed y > 0

v(t, x, y) = v

(
t,
y

y
· y
x

y
, y ·

y

y

)
=

(
y

y

)γ

v

(
t, y

x

y
, y

)
=

(
y

y

)γ

u

(
t, y

x

y

)
=

(
y

y

)γ

u (t, z) , z = y
x

y
.

We use the chain rule (∂u
∂x

= ∂u
∂z
· ∂z
∂x
) to write the partial derivatives of u in terms of the partial derivatives

of the value function v, we obtain:

vt =

(
y

y

)γ

ut, vx =

(
y

y

)γ−1

uz, vxy = vyx = (γ − 1)

(
y

y

)γ−2 1

y
uz −

(
y

y

)γ−2
x

y
uzz,

vxx =

(
y

y

)γ−2

uzz, vy = γ

(
y

y

)γ−1 1

y
u−

(
y

y

)γ−1
x

y
uz,

vyy = γ(γ − 1)

(
y

y

)γ−2 1

y2
u− 2(γ − 1)

(
y

y

)γ−2 1

y

x

y
uz +

(
y

y

)γ−2(
x

y

)2

uzz. (3.3.3)

At the point (t, z, y), the partial derivatives (3.3.3) become:

vt = ut, vx = uz, vxx = uzz, vxy =
1

y
[(γ − 1)uz − zuzz],

vy =
1

y
[γu− zuzz], vyy =

1

y2
[γ(γ − 1)u− 2(γ − 1)uz + z2uzz]. (3.3.4)
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Substituting (3.3.4) into JHB equation (2.3.9) gives

ut + sup
π∈A1

{(r + πsσθ)zuz + yuz + µC(t)[γu− zuzz] +
1

2
(πtσ)

2z2uzz+

1

2
(σC(t))

2[γ(γ − 1)u− 2(γ − 1)uz + z2uzz] + ρσσC(t)πz[(γ − 1)uz − zuzz]} = 0. (3.3.5)

Taking out of the supremum terms independent of the control π in (3.3.5) lead to (3.3.1). At the
terminal time T we have directly u(T, z) = v(T, z, y) = zγ

γ
.

• To prove 1) we must prove that the function u is both a supersolution and subsolution of (3.3.1).
We just show the supersolution property, because the proof of the subsolution property is completely
analogous and is already done in [2, Section 2.2].

Define the following operators:

for (t, x, y) ∈ O, s = v(t, x, y), q = vt(t, x, y), p = Dv(t, x, y), M = D2v(t, x, y)

F (t, x, y, s, q, p,M) = −q + sup
π∈A1

{[−yp1 − µC(t)yp2 − (r + πsσθ)p1

−
1

2
(xπtσ)

2M11 −
1

2
(yσC(t))

2M22 + ρσσC(t)xyπM12}.

For (t, z) ∈ [0, T ]× (0,+∞), y fixed, s = u(t, z), q = ut(t, z), p =
∂u(t,z)

∂z
M = ∂2u(t,z)

∂z2

F (y)(t, z, s, q, p,M) = −q − yp− µC(t)[γs− zp]−
1

2
µC(t)[γ(γ − 1)s− 2(γ − 1)zp+ z2M ]

− sup
π∈A1

{
(πσθ + r)zp+

1

2
(πσ)2z2M + ρσC(t)σπ(γ − 1)zp− ρσC(t)σπz

2M

}
.

(3.3.6)

Recall that, by Theorem 3.2.1, v is a solution of equation (3.2.1). In particular, v is a viscosity
supersolution, which implies that for each fixed point (t0, z0, y) ∈ O and for each test function ϕ ∈
C1,2(O) such that

0 = (v − ϕ)(t0, z0, y) = min
(t,x,y)∈O

(v − ϕ)(t, x, y), (3.3.7)

it holds
F (t0, z0, y, v(t0, z0, y), ϕt(t0, z0, y), Dϕ(t0, z0, y), D

2ϕ(t0, z0, y)) ≥ 0. (3.3.8)

We want to show that the function u is also a viscosity supersolution of the reduction form (3.3.8), i.e.
for every (t0, z0) ∈ [0, T ]× (0,+∞) and for every ψ ∈ C1,2([0, T ]× (0,+∞)) such that

0 = (u− ψ)(t0, z0) = min
(t,z)∈[0,T ]×(0,+∞)

(u− ψ)(t, z). (3.3.9)

It holds
F (y)(t0, z0, u(t0, z0), ψt(t0, z0), Dψ(t0, z0), D

2ψ(t0, z0)) ≥ 0.

Let hence ψ ∈ C1,2([0, T ]×(0,+∞)) such that ψ satisfies (3.3.9), this implies that ψ(t0, z0) = u(t0, z0)
and ψ ≤ u on [0, T ]× (0,+∞).

Define

ϕ(t, x, y) =

(
y

y

)γ

ψ

(
t, y

x

y

)
.
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Then at the point (t0, z0, y),

ϕ(t0, z0, y) = ψ(t0, z0) = u(t0, z0) = v(t0, z0, y)

and for every (t, x, y)

ϕ(t, x, y) =

(
y

y

)γ

ψ

(
t, y

x

y

)
≤

(
y

y

)γ

u

(
t, y

x

y

)
= v(t, x, y).

Moreover, the function ϕ is of class C1,2(O) and using the partial derivatives (3.3.4), we deduce the
partial derivatives of ψ in terms of the partial derivatives of ϕ, we obtain at the point (t0, z0, y)

ϕt = ψt, ϕx = ψz, ϕxx = ψzz, ϕxy =
1

y
[(γ − 1)ψz − zψzz],

ϕy =
1

y
[γψ − zψzz], ϕyy =

1

y2
[γ(γ − 1)ψ − 2(γ − 1)ψz + z2ψzz].

Then the viscosity supersolution property of the value function yields

0 ≤ F (t0, z0, y, v(t0, z0, y), ϕt(t0, z0, y), Dϕ(t0, z0, y), D
2ϕ(t0, z0, y))

= −ψt − yψz − µC(t0)[γψ − zψz]−
1

2
µC(t0)[γ(γ − 1)ψ − 2(γ − 1)zψz + z2ψzz]

− sup
π∈A1

{
(πσθ + r)zψz +

1

2
(πσ)2z2ψzz + ρσC(t0)σπ(γ − 1)zψz − ρσC(t0)σπz

2ψzz

}

= F (y)(t0, z0, u(t0, z0), ψt(t0, z0), Dψ(t0, z0), D
2ψ(t0, z0)).

This implies that, at the point (t0, z0)

F (y)(t0, z0, u(t0, z0), ψt(t0, z0), Dψ(t0, z0), D
2ψ(t0, z0)) ≥ 0.

• The proof of 2) can be found in [2, Theorem 2.4].

Up to now, we only know that the value function v is the unique viscosity solution of the HJB equation.
Under suitable conditions on the parameters in the dynamics of the endowment process it can be shown
that classical solutions to our reduced HJB equation (3.3.2) exist. To obtain regularity of the solution
of the HJB equation, we need the following:

Theorem 3.3.2 (Regularity of solution). Assume that the coefficients µC , σC : [0, T ] −→ R are con-
tinuously differentiable and that there exists ε > 0 such that σC(t) > ε for every t ∈ [0, T ], then the
value function v ∈ C1,2(O).

Proposition 3.3.1. The proof Theorem 3.3.2 can be found in [2, Theorem 2.7].

3.4 The optimal strategy

In order to simplify the optimization problem, we have reduced the HJB equation by one dimension.
Due to this, we can then solve the deduced to get the solution of the original one. We can also prove
by means of a verification theorem (see [14, Theorem 3.5.2]) that given an optimal strategy for the
reduced problem we can derive the optimal strategy for the original one. To prove the optimality of the
strategy, we use the regularity of the value function.
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Proposition 3.4.1. Assume that u ∈ C1,2 is a classical solution to equation (3.3.2), then the optimal
strategy is Markovian and is given by

Πt = h(t,XΠ
s , ct).

where

h(t, x, y) = −
[θ − ρσC(t)(1− γ)]

σ

y

x

uz

(
t, x

y

)

uzz

(
t, x

y

) +
ρσC(t)

σ
, if Πt belongs to K (3.4.1)

Proof. Let g : K −→ R defined by

g(p) = (pσθ + r)
x

y
uz

(
t,
x

y

)
+

1

2
(pσ)2

(
x

y

)2

uzz

(
t,
x

y

)

− ρσC(t)σp(1− γ)

(
x

y

)
uz

(
t,
x

y

)
− ρσC(t)σp

(
x

y

)2

uzz

(
t,
x

y

)
.

The first derivative of g is given by

g′(p) = σθ
x

y
uz

(
t,
x

y

)
+ pσ2

(
x

y

)2

uzz

(
t,
x

y

)

− ρσC(t)σ(1− γ)

(
x

y

)
uz

(
t,
x

y

)
− ρσC(t)σ

(
x

y

)2

uzz

(
t,
x

y

)
.

Setting g′(p) = 0 yields

p∗ = −
[θ − ρσC(t)(1− γ)]

σ

y

x

uz

(
t, x

y

)

uzz

(
t, x

y

) +
ρσC(t)

σ
.

Furthermore,

g′′(p∗) = σ2
(
x

y

)2

uzz

(
t,
x

y

)
< 0,

since u is strictly concave. Thus g is strictly concave on the closed convex set K. Hence our candidate
p∗ is a maximizer if Πt belongs to K.

We conclude that the Markovian strategy is given as

Πt = h(t,XΠ
t , ct), (3.4.2)

where h is given by (3.4.1)

The next step is to prove that the Markovian strategy is optimal, i.e. we want to show that

v(t, x, y) = E
[
U(XΠ

T )
]
.

Fix t ∈ [0, T ] and let hence (Xs)s∈[t,T ] be the solution to
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dXs = [Xs(r +Πsσθ) + cs]ds+XsΠsσdW
1
s , ∀s ∈ (t, T ], Xt = x

dcs = µC(s)csds+ σC(s)csdW
C , ∀s ∈ (t, T ] ct = y,

with Π as in equation (3.4.2).

Define

Zs :=
Xs

cs
, Us = u(s, Zs) and Vs = cγsUs.

Since Z is a well-defined semimartingale, and u(s, .) is a concave function, the process Us is also a
well-defined semimartingale. This is a consequence of an application of Itô formula, which yields:

• For the process Z:

dZs = Zs{−µC(s) + σ2C(s)−ΠsρσσC(s) + Πsθσ + r}ds+ ds+

Zs{ΠsσdW
1
s − σC(s)dW

C
s }. (3.4.3)

Indeed, the partial integration gives

dZs = Xsd
1

cs
+

1

cs
dXs + d

〈
X,

1

c

〉

s

(3.4.4)

Let f(x) = 1
x
. Then

f ′(x) = −
1

x2
and f ′′(x) =

2

x3
.

We apply the Itô formula to the function f(cs) =
1
cs

to obtain

d
1

cs
= −

1

c2s
dcs +

1

2

(
2

c3s

)
d〈c〉s

= −
1

c2

{
µC(s)csds+ σC(s)csdW

C
}
+
c2sσ

2
C(s)

c3s
ds

=
1

cs
(σ2C(s)− µC(s))ds−

σC(s)

cs
dWC

s . (3.4.5)

Since WC is correlated with W 1, with correlation coefficient ρ, we then have

d

〈
X,

1

c

〉

s

= −
Xs

cs
ρσσC(s)Πsds. (3.4.6)

Substituting (3.4.5) and (3.4.6) into (3.4.4), to get

dZs =
Xs

cs
[(r +Πsσθ)ds+ΠsσdW

1
s ] + ds+

Xs

{
1

cs
(σ2C(s)− µC(s))ds−

σC(s)

cs
dWC

s

}
−
Xs

cs
ρσσC(s)Πsds. (3.4.7)

Substituting Zs :=
Xs

cs
, to obtain (3.4.3).
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• For the process Us = u(s, Zs), under the assumption that u ∈ C1,2,

dUs = {us(s, Zs) + uz(s, Zs) + Zsuz(s, Zs)[−µC(s) + σ2C(s)−ΠsρσσC(s) + Πsθσ + r]

+
1

2
(Πsσ)

2Z2uzz(s, Zs) +
1

2
σ2C(s)Z

2
suzz(s, Zs)− ρσσC(s)ΠsZ

2
suzz(s, Zs)}ds (3.4.8)

+ Zsuz(s, Zs){ΠsσdW
1
s − σC(s)dW

C
s }.

Indeed, the Itô formula for time-dependent functions applying to the function Us = u(s, Zs), gives

dUs = us(s, Zs)ds+ uz(s, Zs)dZs +
1

2
uzz(s, Zs)d〈Z〉s. (3.4.9)

Notice that Z is driven by two correlated Wiener processes W 1 and WC .

Then

d〈Z〉s = d〈ZsΠsσW
1 − ZsσC(s)W

C〉s

= d〈ZsΠsσW
1〉s + d〈ZsσC(s)W

C〉s − 2d〈ZsΠsσW
1, ZsσC(s)W

C〉s

= {(Πsσ)
2Z2 + σ2C(s)Z

2
s − 2ρσσC(s)ΠsZ

2
s}ds. (3.4.10)

Substituting (3.4.3) and (3.4.10) into (3.4.9), we get (3.4.8).

• Finally, for the function Vs = c
γ
su(s, Zs) we get again by the partial integration formula

dVs = cγs{us(s, Zs) + uz(s, Zs) + Zsuz(s, Zs)[−µC(s) + (1− γ)σ2C(s)− (1− γ)ΠsρσσC(s) + Πsθσ + r]

+
1

2
(Πsσ)

2Z2uzz(s, Zs) +
1

2
σ2C(s)Z

2
suzz(s, Zs)− ρσσC(s)ΠsZ

2
suzz(s, Zs)

+ γu(s, Zs)

(
µC(s) +

γ − 1

2
σ2C(s)

)
}ds (3.4.11)

+ cγs{Zsuz(s, Zs)ΠsσdW
1
s + [γσC(s)u(s, Zs)− Zsuz(s, Zs)σC(s)]dW

C
s }.

Indeed, the partial integration applying to Vs = c
γ
sUs gives

dVs = cγsdUs + u(s, Zs)dc
γ
s + d〈Us, c

γ
s 〉s. (3.4.12)

Let g(x) = xγ .

Then
g′(x) = γxγ−1 and g′′(x) = γ(γ − 1)xγ−2.

We get by the one-dimensional Itô formula

dcγs = γcγ−1
s dcs +

1

2
γ(γ − 1)cγ−2

s d〈c〉s

= γcγ−1
s [µC(s)csds+ σC(s)csdW

C ] +
1

2
γ(γ − 1)cγsσ

2
C(s)ds

= γcγs

(
µC(s) +

γ − 1

2
σ2C(s)

)
ds+ γcγsσC(s)dW

C
s . (3.4.13)

Due to the fact that W 1 and WC are correlated,
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d〈Us, c
γ
s 〉s = d〈Zsuz(s, Zs)ΠsσdW

1
s − Zsuz(s, Zs)σC(s)dW

C
s , γc

γ
sσC(s)W

C〉s

= (Zsuz(s, Zs)γc
γ
sρσσC(s)Πs − Zsuz(s, Zs)γc

γ
sσC(s)

2)ds. (3.4.14)

Substituting (3.4.13) and (3.4.14) into (3.4.12), we get (3.4.11).

By definition

Vs = cγsu(s, Zs) = cγsv

(
s,
Xs

cs
, 1

)
= cγsv

(
s,
Xs

cs
,
1

cs
· cs

)
= cγs

1

c
γ
s
v(s,Xs, cs) by the homogeneity of v

then
Vs = v(s,Xs, cs).

Since u satisfies the HJB equation (3.3.2) and for a strategy Π = Π∗
s the supremum is attained. The

stochatic differential dVs in (3.4.11) can be written as

dVs = cγs{0 · ds+ Zsuz(s, Zs)ΠsσdW
1
s + [γσC(s)u(s, Zs)− Zsuz(s, Zs)σC(s)]dW

C
s }. (3.4.15)

Integrating both sides of (3.4.15) yields

VT − Vt =

∫ T

t

cγs{Zsuz(s, Zs)ΠsσdW
1
s + [γσC(s)u(s, Zs)− Zsuz(s, Zs)σC(s)]dW

C
s }.

Using the terminal condition and the fact that the process starts at time t from (x, y), we have

VT = U(Xπ∗

T ) = v(t, x, y) +

∫ T

t

cγsZsuz(s, Zs)ΠsσdW
1
s + cγs [γσC(s)u(s, Zs)− Zsuz(s, Zs)σC(s)]dW

C
s

︸ ︷︷ ︸
MT

.

Using the fact that MT is a local martingale (E(MT ) = 0), we have

E

[
U(XΠ∗

T )
]
= v(t, x, y) + 0.

Hence
v(t, x, y) = E

[
U(XΠ

T )
]
,

which shows that the Markovian control Π is optimal.



4. Numerical scheme for the HJB equation

Introduction

This chapter introduces the practical aspects of designing finite difference schemes for HJB equa-
tion (3.3.2). The approach is based on the very powerful and framework developed in [6, Chapter 10].
Peter Forsyth proved in [9] using the same approach as in [16] that using viscosity solutions techniques,
any consistent, monotone and stable approximation scheme is convergent. The key property here is
the monotonicity which guarantees that the scheme satisfies the same ellipticity condition as the HJB
operator (see [17]). It is worth insisting on the fact that if the scheme is not monotone, it may fail to
converge to the correct solution. One of the merits of finite difference schemes is that they are simple
and easy to implement. They can also be combined with Monte Carlo methods to solve nonlinear
parabolic PDEs (see [7]). Our primary sources for this chapter are [6, 7, 9, 16].

For the numerical solution of the HJB equation we have to truncate the unbounded domain [0,+∞)
for z to the bounded domain [0, z] and to define boundary conditions for z = z. We begin by the
asymptotic behaviour of u for z → 0 and z →∞.

4.1 Asymptotic behaviour

In this section, we examine the asymptotics of the value function u and the optimal strategy π for z → 0
and z →∞.

4.1.1 Case z → 0. To study the behaviour of u as z → 0, we apply the Fichera theory developed in [1]
to the HJB equation (3.3.2).

Proposition 4.1.1. Let u be the classical solution of the HJB equation (3.3.2), then no boundary
condition is required at z → 0.

Proof. Let a, b and c denote the coefficients of uzz, uz and u respectively by

a(t, z, p) :=
1

2
(pσ)2z2 +

1

2
σ2C(t)z

2 − ρσσC(t)pz
2, (4.1.1)

b(t, z, p) := 1− µC(t)z + (1− γ)σ2C(t)z + (γ − 1)pρσσC(t)z + (pθσ + r)z, (4.1.2)

c(t, z, p) := −γ

(
µC(t) +

γ − 1

2
σ2C(t)

)
, (4.1.3)

and denote by Lp the operator

Lpu = a(t, z, p)uzz + b(t, z, p)uz − c(t, z, p)u.

Then equation (3.3.2) reads
−ut = sup

p∈K
Lpu,

We define the Fichera function by

f(z) = b(t, z, p)−
∂a(t, z, p)

∂z
. (4.1.4)

22
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so that for every t ∈ [0, T ] and for every p ∈ K

lim
z→0

f(z) = 1 > 0,

which implies that no boundary condition is required at {z = 0}.

We have for z → 0 a degenerated HJB equation

ut = −uz − γ

(
µC(s) +

γ − 1

2
σ2C(s)

)
u, (4.1.5)

which does not contain the strategy π. So we cannot obtain the optimal strategy π∗ by solving the
pointwise optimization problem (sup

p∈K
Lpu) in the HJB equation. z = x

y
= 0 means that we have infinite

endowment at time t. So the investor can invest arbitrarily high capital (and not only his wealth x) to
the risky asset. Depending on the correlation ρ this leads to Π = ±∞.

4.1.2 Case z →∞. When z becomes large (z = z for some large z), we can get some asymptotics for
the value function u and the optimal strategy Π, as stated in the following.

Proposition 4.1.2. Let u be the classical solution of the HJB equation (3.3.2), then it holds that

(i) for z → +∞,

u(t, z) ≃
zγ

γ
exp

{
γ

(
r +

θ2

2(1− γ)

)
(T − t)

}
. (4.1.6)

(ii) The optimal strategy defined as in (3.4.1) is such that, for z

Π = Π(t, z) ≃
θ

σ(1− γ)
, (4.1.7)

if it is in A1, i.e. it approaches to the Merton ratio.

Proof. The proof of proposition 4.1.2 can be found in [2, Proposition 3.4].

This leads us to the Dirichlet boundary condition given by equation (4.1.6) for the HJB equation (3.3.2)
on the truncated domain [0, T ]× [0, z], for some large z.

4.2 Problem reformulation

Let τ = T − t be the time to maturity. Define

µ̃C(τ) = µC(T − τ), σ̃C(τ) = σC(T − τ) and ũ(τ, z) = u(T − τ, z) = u(t, z).

Then equation (3.3.2) becomes

ũτ = ũz + µ̃C(τ)[γũ− zũz] +
1

2
σ̃2C(τ)[γ(γ − 1)ũ− 2(γ − 1)zũz + z2ũzz]+

sup
p∈K

{
(pσθ + r)zũz +

1

2
(pσ)2z2ũzz + ρσ̃C(τ)σp(γ − 1)zũz − ρσ̃C(τ)σpz

2ũzz

}
= 0. (4.2.1)
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Using the above definition, the optimal strategy (3.4.2) becomes

p∗ = p∗(t, z) = −
[θ − ρσ̃C(τ)(1− γ)]

σ

y

x

ũz

(
τ, x

y

)

ũzz

(
τ, x

y

) +
ρσ̃C(τ)

σ
. (4.2.2)

Substituting (4.2.2) into (4.2.1) yields

ũτ = a(τ, z)ũzz + b(τ, z)ũz − c(τ, z)ũ+ d(τ, z)
ũ2z
ũzz

, (4.2.3)

where

a(τ, z) :=
1

2
(1− ρ2)z2σ̃2C(τ), (4.2.4)

b(τ, z) := 1− z(µ̃C(τ)− r) + zσ̃C(τ)[ρθ − (1− ρ2)(γ − 1)σ̃C(τ)], (4.2.5)

c(τ, z) := −γ

(
µ̃C(τ) +

γ − 1

2
σ̃2C(τ)

)
, (4.2.6)

d(τ, z) := −
1

2
[θ + (γ − 1)ρσ̃C(τ)]

2. (4.2.7)

4.2.1 Condition. The coefficients of the equation (4.2.3) satisfy the following conditions:

1) a(τ, z) ≥ 0 and d(τ, z) ≤ 0.

2) For the coefficient b = b(τ, z) we write.

b = b+ − b−,

where

b+ = |b|1{b≥0} =
b(τ, z) + |b(τ, z)|

2
,

b− = |b|1{b<0} = −
b(τ, z)− |b(τ, z)|

2

Note that b+ = b and b− = 0 for b > 0, and b+ = 0 and b− = b for b < 0.

3) For the coefficient c(τ, z), we have

(i) for 0 < γ < 1

c(τ, z) ≥ 0 if µ̃C(τ) ≤ µC ,

c(τ, z) < 0 if µ̃C(τ) > µC .

(ii) For γ < 0

c(τ, z) ≥ 0 if µ̃C(τ) ≥ µC ,

c(τ, z) < 0 if µ̃C(τ) < µC .

with µC =
(1−γ)σ̃2

C(τ)
2
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4.3 Finite difference scheme

Let 0 = τ0 < τ1 < · · · < τNτ = T be an equidistant partition of the interval [0, T ], i.e. τn = n∆τ, n =
0, · · ·, Nτ where ∆τ = T

Nτ
, Nτ ≥ 1 is the mesh size in the τ -direction and let τn+ 1

2

= τn+1+τn
2 . For

the z-direction we consider an initial equidistant grid of [0, 1] and let

z = z
tan(kπ2 x)

tan(kπ2 )
, for some k ∈ (0, 1)

be the function which transforms the initial equidistant grid of [0, 1] to a non-equidistant grid of [0, z].
The idea of the transformation is to have many grid point where u is strongly varying and less grid point
where u is slowly varying. In fact in order to ensure the stability of the scheme if ∆zj is too small then
we have to use too small time steps ∆τ or too large Nτ where ∆zj = zj − zj−1, j = 1, · · ·, Nz be
the mesh sizes in the z direction. In the case where the coefficients are not constant, to get a higher
approximation order (quadratic), we evaluate the coefficients at an appropriate point between τn and
τn+1 such as τn+ 1

2

. Set for j = 1, · · · Nz − 1

a
n+ 1

2

j = a(τn+ 1

2

, zj), b
n+ 1

2

j = b(τn+ 1

2

, zj), c
n+ 1

2

j = c(τn+ 1

2

, zj) and d
n+ 1

2

j = d(τn+ 1

2

, zj).

Let ũnj be the discrete approximation of ũ(τ, z) at node (τn, zj) and set ũn = [ũn0 , · · ·, ũNz ]
T .

Figure 4.1: Non-equidistant grid for z.

4.3.1 Treatment of the linear part. For improving the stability of finite difference schemes the idea

is that depending on the sign of the coefficient b
n+ 1

2

j in front of first-order derivative uz (convection
terms) one uses forward or backward differences:

For b
n+ 1

2

j > 0: one uses implicit forward difference uz ≃
ũn+1

j+1
−ũn+1

j

zj+1−zj
.
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For b
n+ 1

2

j < 0: one uses implicit backward difference uz ≃
ũn+1

j −ũn+1

j−1

zj−zj−1
.

For the diffusion therm we use the implicit second order difference to obtain

ũzz ≃

(
ũn+1
j+1 − ũ

n+1
j

zj+1 − zj
−
ũn+1
j − ũn+1

j−1

zj − zj−1

)(
2

zj+1 − zj−1

)
.

Using condition 4.2.1, we discretize

c(τ, z)ũ ≃ c
n+ 1

2

j 1
{c

n+1
2

j ≥0}
ũn+1
j + c

n+ 1

2

j 1
{c

n+1
2

j <0}
ũnj .

4.3.2 Treatment of the non-linear part. For the non-linear term we apply the explicit forward difference
and the second order difference.

ũ2z
ũzz
≃

(
ũnj+1 − ũ

n
j

zj+1 − zj

)2( ũnj+1 − ũ
n
j

zj+1 − zj
−
ũnj − ũ

n
j−1

zj − zj−1

)−1(
zj+1 − zj−1

2

)
.

4.3.3 Global scheme. On the basis of previous considerations we can establish a global scheme for the
discretization of the HJB equation (4.2.3), we obtain the following result:

−B
n+ 1

2

j ũn+1
j−1 + C

n+ 1

2

j ũn+1
j −A

n+ 1

2

j ũn+1
j+1 = Fn

j , j = 1, · · ·, Nz − 1 (4.3.1)

where the discrete equation coefficients are given as

A
n+ 1

2

j =
2a

n+ 1

2

j

(zj+1 − zj)(zj+i − zj−1)
+
b
n+ 1

2

j + |b
n+ 1

2

j |

2(zj+1 − zj)
,

B
n+ 1

2

j =
2a

n+ 1

2

j

(zj − zj−1)(zj+i − zj−1)
−

(b
n+ 1

2

j − |b
n+ 1

2

j |)

2(zj − zj−1)
,

C
n+ 1

2

j =
1

∆τ
+ c

n+ 1

2

j 1

{c
n+1

2
j ≥0}

+A
n+ 1

2

j +B
n+ 1

2

j .

And the right hand side is given as

Fn
j = ũnj

(
1

∆τ
− c

n+ 1

2

j 1

{c
n+1

2
j <0}

)
+ d

n+ 1

2

j

(
ũnj+1 − ũ

n
j

zj+1 − zj

)2( ũnj+1 − ũ
n
j

zj+1 − zj
−
ũnj − ũ

n
j−1

zj − zj−1

)−1(
zj+1 − zj−1

2

)
.

The optimal strategy is given as

πnj = −
λ1

zj

(
ũnj+1 − ũ

n
j

zj+1 − zj

)(
ũnj+1 − ũ

n
j

zj+1 − zj
−
ũnj − ũ

n
j−1

zj − zj−1

)−1(
zj+1 − zj−1

2

)
+ λ2, j = 1, · · ·, Nz − 1

where

λ1 =
θ + (γ − 1)ρσ̃C(tn+ 1

2

)

ρ
and λ2 =

ρσ̃C(tn+ 1

2

)

σ
.

Condition 4.3.1. To ensure the convergence of the scheme, the coefficients must satisfied the positive
coefficient condition

A
n+ 1

2

j > 0, B
n+ 1

2

j > 0 and C
n+ 1

2

j −A
n+ 1

2

j −B
n+ 1

2

j > 0, ∀n ≥ 0, j = 1, · · ·, Nz − 1. (4.3.2)
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4.3.4 Boundary conditions. For z = 0 we have a degenerated PDE

ũτ = ũz − c(τ, z)ũ.

Using the implicit forward differences we get

ũn+1
0 − ũn0
∆τ

=
ũn+1
1 − ũn+1

0

z1 − z0
− c

n+ 1

2

0 1

{c
n+1

2
0

≥0}
ũn+1
0 − c

n+ 1

2

0 1

{c
n+1

2
0

<0}
ũn0 ,

which can be written as

C
n+ 1

2

0 ũn+1
0 −A

n+ 1

2

0 ũn+1
1 = Fn

0 ,

where

A
n+ 1

2

0 =
1

z1 − z0
> 0,

C
n+ 1

2

0 =
1

∆τ
+ c

n+ 1

2

0 1

{c
n+1

2
0

≥0}
+A

n+ 1

2

0 > 0,

Fn
0 = ũn0

(
1

∆τ
− c

n+ 1

2

0 1

{c
n+1

2
0

<0}

)
.

For z = z (j = N), we impose the Dirichlet boundary condition (see Proposition 4.1.2)

Fn
Nz
≃
z
γ
Nz

γ
exp

{
γ

(
r +

θ2

2(1− γ)

)
τn

}
, ∀n ≥ 0 and πnNz

≃ −
θ

σ(γ − 1)
.

4.3.5 Matrix form of the discrete equations. It will be convenient to use matrix notation for equa-
tions (4.3.1), coupled with boundary conditions 4.3.4. Let Fn = [Fn

0 , · · ·, F
n
Nz

]T . Then we can write
the finite difference scheme (4.3.1) as

An+1ũn+1 = Fn, ∀n ≥ 0 (4.3.3)

where

An+1 =




C
n+ 1

2

0 −A
n+ 1

2

0 0

−B
n+ 1

2

1 C
n+ 1

2

1 −A
n+ 1

2

1
. . .

. . .
. . .

. . .
. . . −A

n+ 1

2

Nz−1

0 −B
n+ 1

2

Nz
C

n+ 1

2

Nz




.

4.4 Numerical results

In this section we used Matlab version 7.10 (R2010a) 32 bits to solve the HJB equation (3.3.2) applying
finite difference scheme we have developed in Section 4.3. We take µC and σC constant and we specify
the model for T = 1, 5 or 20 years, by taking the parameters from [2] given as in Table 4.1 and using
the non-equidistant grid given in the Figure 4.1 in Section 4.3. In order to ensure the stability we have
to use a small volatility σ = 0.13 for γ = −1 and the higher volatility σ = 0.2 for γ = 0.5.
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Parameter σ γ µ σC µC ρ r Nz Nτ k σ γ

Value 0.13 -1 0.04 0.2 0.02 -0.5 0 400 175200 0.85 0.2 0.5

Table 4.1: Parameters of the control problem.

For T = 20 years we obtain that the optimal proportion as a function of the ratio wealth to income
z = x

y
and of the time to maturity T − t to be invested in the stock is given as in Figure 4.2a and 4.2b

respectively for γ = −1 and γ = 0.5.

Figures 4.2c and 4.2d give the value function for T = 20 as a function of the ratio wealth to income
z = x

y
and of the time to maturity T − t for γ = −1 and γ = 0.5 respectively. If we look at both

figures we will see that the value function u is increasing and concave in z, and increasing in T − t.
For γ = −1, u has a singularity at T − t = 0 and is bounded from above by 0 and for γ = 0.5, u is
bounded from below by 0. The case T = 1 and T = 5 are quite similar.

If we look at the three Figures we will see that for γ = 0.5 independent of the value of T , the optimal
strategy in bounded from below by the Merton ratio and converges towards it as the initial wealth
significantly exceeds the initial endowment (as z → +∞), or as T − t → 0. This is actually perfectly
intuitive, since the amount available to the investor is always higher compared to the case without
endowments. This actually confirms the asymptotic behaviour that we have studied in Section 4.1. We
can also observe that for ρ = −0.5 when the initial wealth tends to zero (z → 0), the optimal strategy
to be invest in the stock is π∗ = +∞ and confirms the result in Section 4.1.

For T = 20 the results of a sensitivity study with respect to the correlation parameter ρ are given on
Figure 4.2g and 4.2h respectively for γ = −1 and γ = 0.5 . There are indeed two main factors driving
the choice of the investor:

(i) the presence of a strictly positive random endowment, which allows for higher investments in the
risky asset,

(ii) and the correlation between the random endowment and the risky asset, which allows to hedge
partially away risk from the random future endowment by the choice of the investment strategy.

If we look at Figure 4.2g and 4.2h we will observe that:

a) For ρ = 0 ( case where the risky asset and the random endowment are uncorrelated), no hedging is
possible. Future endowments allow to take higher risks and imply therefore an higher investment in
the risky asset.

b) For ρ > 0 ( In the case of extremely positive correlation such as ρ = 0.95), the proportion invested
in the risky asset is below the Merton ratio for γ = −1 and there is a possibility to hedge away the
risk in the endowment by short selling the stock. The case ρ = 0.5 results in smaller investments in
the stock compared to the case ρ = 0.

c) For ρ < 0 (In the case of negative correlation), it is possible to hedge away the risk in the endowment
by investing long in the stock. This results in higher investments in the stock, compared to the case
ρ = 0.

The cases T = 5 and T = 1 are similar to the case t = 20.
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Since we are not able to reproduce exactly the results from the paper of Chen et al. we have to use
another technique to solve the HJB equation (3.3.2) and compare the results with the previous one.

4.5 Policy Improvement Algorithm

Consider the stochastic process Z with the dynamics given by equation (3.4.3). Consider the optimisation
problem:

Find u(t, z) = sup
π∈A1

J(t, z, π),

where Jπ = J(t, z, π) = E[U(Zπ
T )] is the performance criterion and u is the value function given

by (3.3.2). For a given Markovian strategy π̃τ = p(τ, z) it can be derived that J π̃ satisfies the following
linear PDE for H = H(τ, z)

Hτ = a(τ, z, p)Hzz + b(τ, z, p)Hz − c(τ, z, p)H,

with initial condition.

H(0, z) = U(z) =
zγ

γ
,

where

a(τ, z, p) :=
1

2
(pσ)2z2 +

1

2
σ̃2C(τ)z

2 − ρσσ̃C(τ)pz
2, (4.5.1)

b(τ, z, p) := 1− µ̃C(τ)z + (1− γ)σ̃2C(τ)z + (γ − 1)ρσσ̃C(τ)pz + (pθσ + r)z, (4.5.2)

c(τ, z, p) := −γ

(
µ̃C(τ) +

γ − 1

2
σ̃2C(τ)

)
, (4.5.3)

with
µ̃C(τ) = µC(T − τ), σ̃C(τ) = σC(T − τ) and p = p(τ, z).

4.5.1 Algorithm.

i) Find an initial guess π0 of the optimal control, set k = 0, ε > 0 and kmax > 0

ii) Solve the linear PDE for J (k) = Jπk

J (k)
τ = a(τ, z, p)J (k)

zz + b(τ, z, p)J (k)
z − c(τ, z, p)J (k), with

Jk(0, z) = U(z) =
zγ

γ
.

iii) Compute the improved control

pk+1(τ, z) = argmax
p∈R
{a(τ, z, p)J (k)

zz + b(τ, z, p)J (k)
z − c(τ, z, p)J (k)}.

iv) If ‖J (k+1) − J (k)‖ < ε or ‖pk+1 − pk‖ < ε or k > kmax, then stop else k ← k + 1, go to ii).
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(a) Optimal strategy for γ = −1. (b) Optimal strategy for γ = 0.5.

(c) Value function for γ = −1. (d) Value function for γ = 0.5.

(e) Optimal strategy at different time points
for γ = −1.

(f) Optimal strategy at different time points
for γ = 0.5.

(g) Optimal strategy for different values of ρ
with γ = −1.

(h) Optimal strategy for different values of ρ
with γ = 0.5.

Figure 4.2: Numerical results for T = 20 years.
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(a) Optimal strategy for γ = −1. (b) Optimal strategy for γ = 0.5.

(c) Value function for γ = −1. (d) Value function for γ = 0.5.

(e) Optimal strategy at different time points
for γ = −1.

(f) Optimal strategy at different time points
for γ = 0.5.

(g) Optimal strategy for different values of ρ
with γ = −1.

(h) Optimal strategy for different values of ρ
with γ = 0.5.

Figure 4.3: Numerical results for T = 5 years.
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(a) Optimal strategy for γ = −1. (b) Optimal strategy for γ = 0.5.

(c) Value function for γ = −1. (d) Value function for γ = 0.5.

(e) Optimal strategy at different time points
for γ = −1.

(f) Optimal strategy at different time points
for γ = 0.5.

(g) Optimal strategy for different values of ρ
with γ = −1.

(h) Optimal strategy for different values of ρ
with γ = 0.5.

Figure 4.4: Numerical results for T = 1 year.
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(a) Optimal strategy for γ = −1. (b) Optimal strategy for γ = 0.5.

(c) Value function for γ = −1. (d) Value function for γ = 0.5.

(e) Optimal strategy at different time points
for γ = −1.

(f) Optimal strategy at different time points
for γ = 0.5.

(g) Optimal strategy for different
values of ρ with γ = −1.

(h) Optimal strategy for different
values of ρ with γ = 0.5.

Figure 4.5: Numerical results for the policy improvement algorithm for T = 20 years, Nτ =
7300, kmax = 1000, Nz = 100.



5. Conclusion

We have investigated a problem of optimal investment of an economic agent under stochastic endow-
ments for a finite time period. The problem has been treated as a stochastic optimal control problem.
We have investigated the associated HJB equation by means of viscosity solutions, giving a character-
ization of the value function as unique viscosity solution of the HJB equation. This has allowed us to
use the finite difference method to compute the value function and see, numerically, what is the impact
of the random income on the optimal value of the problem, and what is the optimal strategy. We have
also been able to describe the asymptotic behaviour of the value function, and the optimal strategy
when the initial wealth goes to zero or to infinity. We cannot reproduce the numerical results from [2]
perfectly.

For further study it would be interesting to use alternative solution techniques which might confirm our
results or those of [2]. For instance we have attempted with the policy improvement algorithm and the
result is similar than what we got previously.
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Appendix A. Proof of Theorem 3.2.1

Proof. To prove Theorem 3.2.1, we prove that v is both subsolution and supersolution. To show that v
is sub (resp. super) solution, we adjust the method developed in [14, Proposition 4.3.2] for the case of an
n-dimensional controlled state process and optimization of consumption problem in infinite-time horizon
(resp. [14, Proposition 4.3.1] for the case of n-dimensional optimization of consumption in finite-time
horizon), to the case of a 2-dimensional controlled state process (Xπ

t , ct) and optimal terminal wealth
problem in finite-time horizon.

We know from the proposition (3.1.2) that v is continuous in the interior of the domain, hence locally
bounded. We want to use this argument to show the following statements:

i) The value function v is a viscosity supersolution of (3.2.1) on O.

Let (t, x, y) ∈ O and ϕ ∈ C1,2(O) be a test function such that

0 = (v∗ − ϕ)(t, x, y) = min
(t,x,y)∈O

(v∗ − ϕ)(t, x, y). (A.0.1)

By the definition of v∗(t, x, y), there exists a sequence (tn, xn, yn) in O such that

(tn, xn, yn) −→ (t, x, y) and v(tn, xn, yn) −→ v∗(t, x, y), as n −→∞.

By the continuity of ϕ and by (A.0.1), we also have

γn := v(tn, xn, yn)− ϕ(tn, xn, yn) −→ 0, as n −→∞.

Let π ∈ A(tn, xn, yn) = A1 be a control and denote by (Xπ,tn,xn,yn
s , c

tn,yn
s ) the associate controlled

process. Let τn = inf
{
s ≥ tn : |(Xπ,tn,xn,yn

s , c
tn,yn
s )− (xn, yn)| ≥ δ

}
be a stopping time in which

δ > 0 is a fixed constant. Let (hn) be a strictly positive sequence such that

hn −→ 0 and
γn

hn
−→ 0, as n −→∞. (A.0.2)

We apply the first part of the dynamic programming principle (see [14, Section 3.3]) for v(tn, xn, yn)
to βn = τn ∧ (tn + hn) and obtain

v(tn, xn, yn) ≥ E

[
v(βn, X

π,tn,xn,yn
βn

, c
tn,yn
βn

)
]
. (A.0.3)

Equation (A.0.1) implies that v ≥ v∗ ≥ ϕ, so that (A.0.3) becomes

ϕ(tn, xn, yn) + γn ≥ E

[
ϕ(βn, X

π,tn,xn,yn
βn

, c
tn,yn
βn

)
]
.

After applying the Dynkin’s formula, we divide by hn and move hn within the expectation to obtain

γn

hn
+ E

[
1

hn

∫ βn

tn

(
−
∂ϕ

∂t
− Lπϕ

)
(s,Xπ,tn,xn,yn

s , ctn,yns )ds

]
≥ 0. (A.0.4)

By almost surely (a.s) continuity of the trajectory (Xπ,tn,xn,yn
s , c

tn,yn
s ), it follows that for n suffi-

ciently large (n ≥ N(w)), βn = tn + hn a.s. Thus, applying the mean value theorem together
with equation (A.0.2) to equation (A.0.4), we get
(
−
∂ϕ

∂t
− Lπϕ

)
(t, x, y) ≥ 0 =⇒ F (t, x, y, v∗(t, x, y), ϕt(t, x, y), Dϕ(t, x, y), D

2ϕ(t, x, y)) ≥ 0.

This shows that v is a viscosity supersolution of (3.2.1) on O.

35



Page 36

ii) The value function v is a viscosity subsolution of (3.2.1) on O.

Let (t, x, y) ∈ O and ψ ∈ C1,2(O) be a test function such that

0 = (v∗ − ψ)(t, x, y) = max
(t,x,y)∈O

(v∗ − ψ)(t, x, y). (A.0.5)

By the definition of v∗(t, x, y), there exists a sequence (tn, xn, yn) in O such that

(tn, xn, yn) −→ (t, x, y) and v(tn, xn, yn) −→ v∗(t, x, y), as n −→∞.

By the continuity of ψ and by (A.0.5), we also have

θn := v(tn, xn, yn)− ψ(tn, xn, yn) −→ 0, as n −→∞.

Let π ∈ A(tn, xn, yn) = A1 be a control and denote by (Xπ,tn,xn,yn
s , c

tn,yn
s ) the associate controlled

process. Let τn = inf
{
s ≥ tn : |(Xπ,tn,xn,yn

s , c
tn,yn
s )− (xn, yn)| ≥ η

}
be a stopping time in which

η > 0 is a fixed constant. Let (hn) be a strictly positive sequence such that

hn −→ 0 and
θn

hn
−→ 0, as n −→∞. (A.0.6)

We apply the second part of the dynamic programming principle (see [14, Section 3.3]) for v(tn, xn, yn)
to λn = τn ∧ (tn + hn) and obtain for all ε > 0

v(tn, xn, yn)− ε
h2n
2
≤ E

[
v(λn, X

π,tn,xn,yn
λn

, c
tn,yn
λn

)
]
. (A.0.7)

Equation (A.0.5) implies that v ≤ v∗ ≤ ψ, thus (A.0.7) becomes

θn + ψ(tn, xn, yn)− ε
h2n
2
≤ E

[
ψ(λn, X

π,tn,xn,yn
λn

, c
tn,yn
λn

)
]
.

After applying the Dynkin’s formula, we divide by hn and move hn within the expectation to obtain

θn

hn
− ε

hn

2
+ E

[
1

hn

∫ λn

tn

(
−
∂ψ

∂t
− Lπψ

)
(s,Xπ,tn,xn,yn

s , ctn,yns )ds

]
≤ 0. (A.0.8)

By almost surely (a.s) continuity of the trajectory (Xπ,tn,xn,yn
s , c

tn,yn
s ), it follows that for n suffi-

ciently large (n ≥ N(w)), λn = tn + hn a.s. Thus, applying the mean value theorem together
with equation (A.0.6) to equation (A.0.8), we obtain

(
−
∂ψ

∂t
− Lπψ

)
(t, x, y) ≥ 0 =⇒ F (t, x, y, v∗(t, x, y), ψt(t, x, y), Dψ(t, x, y), D

2ψ(t, x, y)) ≤ 0.

This shows that v is a viscosity subsolution of (3.2.1) on O. Hence v is a viscosity solution of the
HJB equation (3.2.1).
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